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1. Introduction 

The amount of the data stored in various information systems grows very fast. These data 

sets contain not only known information, but new knowledge as well. Data mining is one of 

the most effective methods for exploring useful information from large data sets. Clustering, 

as a special area of data mining is, one of the most commonly used methods for discovering 

the hidden structure of the considered data set. The main goal of clustering is to divide objects 

into well separated groups in a way that objects lying in the same group are more similar to 

each another than to objects in other groups. 

In the literature several clustering and visualization methods can be found. However, due 

to the huge variety of problems and data sets, it is a difficult challenge to find a powerful 

method that is adequate for all problems. The diversity of clustering problems resulted in 

several algorithms that are based on various approaches. A graph, as a complex representation 

form stores information about the data objects themselves or about their representative 

elements, and it also provides information about the relations of the objects or their 

representatives. Thereby, graphs may be suitable starting points for clustering. 

The visualization of the data set plays an important role in the knowledge discovery 

process. In practical data mining problems usually high-dimensional data is to be analyzed. 

Since humans have difficulty in comprehending high-dimensional data, it is very informative 

to map and visualize the hidden structure of the complex data set into a low-dimensional 

vector space. As a graph also stores information about the relations of the objects, 

visualization methods based on graph-theory enhance the process of visual data analysis by 

revealing the relations. 

2. Goals and Applied Methods 

The objective of the present thesis work is to develop novel graph based clustering and 

visualization methods that are able to eliminate the drawbacks of the well-known methods, so 

that they could process data sets better and could provide new application possibilities. For 

this purpose this dissertation utilizes ideas and methods from the following research areas: 

data mining, clustering, graph-theory, neural networks, data visualization, dimensionality 

reduction, fuzzy methods and topology learning. 
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3. New Scientific Results 

Thesis 1. – Improvement of Jarvis-Patrick clustering 

In this thesis I have proposed an improved version of the Jarvis-Patrick clustering. The 

Jarvis-Patrick clustering utilizes the nearest neighbor approach to cluster the objects. 

The main disadvantages of the Jarvis-Patrick clustering are that it utilizes a very rigid 

decision criterion to classify the objects, and this decision criterion is only confined to 

the k nearest neighbors. To solve these problems I have defined a new similarity 

measure based on the nearest neighbors of the objects. This similarity measure is not 

restricted to the direct neighbors, but it can also take into account objects that are 

further away. Furthermore, the suggested similarity measure fuzzifies the crisp 

decision criterion of the Jarvis-Patrick algorithm. The combination of the proposed 

similarity measure with hierarchical clustering methods provides an effective tool for 

exploring groups of data. 

These new scientific results are published in [4]. 

Thesis 2. – New clustering algorithm based on minimal spanning tree  and 

Gath-Geva clustering method 

I have proposed a new cutting process for the minimal spanning tree based clustering 

methods and based on this cutting criterion I have proposed a new clustering algorithm 

based on the minimal spanning tree of the objects and the Gath-Geva clustering 

method. Graph based clustering algorithms find groups of objects by eliminating 

inconsistent edges of the graph representing the data set to be analyzed. The resulting 

subgraphs yield clusters. However, due to the huge variety of problems and data, it is a 

difficult challenge to identify the inconsistent edges of graphs. To solve this problem I 

have suggested a new cutting process of graphs, that iteratively finds the best 

partitions based on the measure of the fuzzy hyper volume of clusters. Based on this 

cutting criterion I have also suggested a new graph based clustering algorithm, which 

is an effective combination of the minimal spanning tree based clustering and the 

partitional Gath-Geva algorithm. The suggested algorithm is able to solve the typical 

problem of the graph based clustering algorithms (chaining effect) and it also solves 

the initialization problem of the Gath-Geva algorithm. The resulting clusters of the 

proposed algorithm are easily interpretable with a compact parametric description. 

These new scientific results are published in [4,6]. 
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Thesis 3. – New topology based visualization method 

In this thesis I have proposed a new topology based visualization method. As in 

practical data mining problems high-dimensional data has to be analyzed, it is very 

informative to map and visualize the hidden structure of the complex data set in a low-

dimensional space. However, the data set to be analyzed often includes lower-

manifolds that are nonlinearly embedded in a higher-dimensional vector space. In this 

thesis I have suggested a new graph based visualization method to unfold the real 

structure of data. The proposed method combines the main benefits of the topology 

representing networks and the multidimensional scaling. The suggested method is able 

to unfold and visualize the nonlinearly embedded manifolds in a low-dimensional 

vector space. In this thesis it has been shown, that the proposed method demonstrates 

good mapping qualities both in distance and neighborhood preservation of the objects, 

and it outperforms other well-known topology based visualization methods. 

The publication of these new scientific results are in progress [1,2,3]. 

4. Utilization of Results 

The present thesis contains new graph based clustering and visualization methods. The 

developed methods can be applied in many scientific areas due to the generality of the 

problems and their solutions. For example, in medical sciences graphs may be applied in the 

analysis of patients' paths or in biochemical researches to identify the domain structure of 

proteins. Naturally, in the area of information science we can also find several application 

possibilities. For example, the pages and hyperlinks of the World-Wide Web may be viewed 

as nodes and edges in a graph. The analysis of the connections of the Web is a popular 

research area. Furthermore, social network of people is a current topic. On the internet there 

are several community sites (e.g. iWiW) that help drawing the social network of people. The 

analysis of such social networks is also an interesting topic. Additionally, as the proposed 

methods work based on general principles, they can be integrated in arbitrary data mining 

program packages. 
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5. Future Work 

The aim of this research was to develop novel graph based clustering and visualization 

techniques. These new scientific results raise some other interesting questions. The intrinsic 

dimensionality of a data set is usually defined as the minimal number of parameters or latent 

variables required to describe the data. As it was mentioned previously, the error values 

referring to the distance preservation capabilities of the mappings are in connection with the 

local intrinsic dimension of the manifold. It calls for further research to develop a new method 

that can estimate the local intrinsic dimension of a data set using these error values. 

Furthermore, the estimation of the dimensionality of fractals by these mapping qualities is 

also an interesting question. It would also be an interesting work to develop a mapping 

process which is able to preserve the dimensionality of the fractals. 
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